Abstract—In agile development of web applications, user stories are a common aid to develop the software. In this paper, we exploit this for deriving test cases from these user stories, to check and ensure the functioning of the application. Our step-by-step method is based on a literature review and interviews with professional testers. Besides steps for transforming user stories into test cases, the method also includes guidelines to select user stories beforehand, and guidelines on how to implement automatically executable test cases, afterwards. We demonstrate the method’s applicability with case studies on three web applications from different application domains.
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I. INTRODUCTION

Web applications take up a significant part of the software industry [20]. Consequently, efficient testing of such systems has become a major issue. Today, most software organizations follow an agile development methodology. This is an iterative approach for delivering projects to customers at a rapid pace [8]. With this paper we aim to find a testing approach that is suitable for web applications developed in such an agile environment. In particular, the testing approach should:

1) target web applications,
2) be a systematic approach targeting user-level tests,
3) fit into an agile development environment. In particular the approach should not introduce limiting restrictions or impose changes on the used development process, and
4) also require limited time for writing test cases, since web applications are developed at a rapid pace.

Using above requirements we motivate the approach of this paper. First, we note that most modern web applications adopt a multi-tier architecture [17]. The application framework is then divided into multiple layers, like a database and an application server [9]. Also, a web application is commonly written in multiple programming languages. The challenges of combining components of such an architecture without making mistakes, make it valuable to test systematically at a user-level [2]. In this paper, we therefore target end-to-end tests: tests that test the user workflow of an application from start to end.

Agile development [3] commonly includes the use of user stories to describe customer requirements [7] about the functionality of the web application [8]. Consequently, user stories give us a user-level description of system behaviour that is important to test. Using these user stories to formulate test cases therefore fits perfectly in an agile development environment. Moreover, no extra time [4] is required for obtaining user stories, as writing them is already part of the agile development process [8]. In this paper, we therefore investigate how to derive end-to-end test cases from user stories.

Though user stories and end-to-end tests are both defined at system level, translation from one to the other is non-trivial. A user story is only a sentence, usually in the format “As a (user) I want to (goal) so that (reason)” [8]. An end-to-end test is an executable piece of code, and hence more detailed. With a systematic approach, end-to-end test cases can be developed as soon as user stories have been defined, in parallel with the implementation of the user story in the web application itself, so that customer requirements are verified during the entire development process.

There exist fully automated approaches where a user story is automatically translated into test cases [1], [12], [19]. However, in those approaches, a template or a meta model has to be created for every user story by following a strict set of rules and keywords. These models have to be provided with all technical information about the parts of the web application, such as identifiers of input fields, buttons, or pages, or HTTP status codes. So though automated, these approaches require additional modelling effort, and information for creating executable test cases (similar information as for writing test cases manually). Moreover, a tester needs to go through a learning curve to learn how to do the modelling, adhere to the rules etc. In a fast-paced agile environment [3] this time-investment [4] may be too much compared to the development time for the web application. Instead we propose a more light-weight and systematic method that involves manually writing test cases.

We base our method, for developing test cases from user stories, on a combination of approaches from literature (Section II). Besides giving a comprehensive overview from literature on how to transform user stories into test cases, we also consider what happens before and after: how to select a user story, and how to implement a test case. Furthermore, we include interviews with professional testers to see what is done in practice (Section III). In Section IV we show the applicability of our method by implementing test cases for three case studies from different application domains. The first case study is a web application for scheduling an event,
the second for monitoring sensor devices, and the third for searching contact details of university employees. Section VI concludes and mentions future work. Additionally, this paper is accompanied by an artefact [8], containing the interview transcripts and the implemented test cases for our case studies.

The novelty of this paper is that we formulate a step-by-step method (Section IV) to test web applications from user stories, based on the combination and integration of all mentioned contributions: guidelines on how to select user stories, steps for transforming user stories into test cases, guidelines on how to implement test cases, and key points identified from the interviews with professional testers. Moreover, we apply this method on case studies. To the best of our knowledge, existing work only focuses on a subset of these elements. For example, [26] provide a survey of best practices for developing and implementing end-to-end tests (as in our guidelines), and [1], [12], [19] focus on user story to test case transformation (as in our literature review).

We target web applications for applying our method, by specifically giving guidelines for implementing test cases for web applications. However, we note that the first two steps of our method, where we select user stories, and transform user stories into test cases, are generic. Consequently, these two steps can also be applied on other types of applications.

II. LITERATURE REVIEW

Before discussing our literature review in the next sections, we first introduce the necessary terminology. First of all, a test case is a scenario in the web application. This includes any data inputs necessary to execute the scenario, and the expected result of this scenario. Test cases help determine whether the software satisfies a particular requirement [1], [15].

Secondly, a workflow is a series of processes or actions that the user performs from initiation to completion. An example of a workflow could be searching for a hotel followed by booking the hotel. Another example is creating an account (signing up) followed by logging into your account and then performing an action in your account. End-to-end tests execute user workflows in the web application [13].

The outline of next sections is as follows. Subsection II-A discusses the best practices for writing end-to-end tests for a web application such that the most important aspects are tested. The generation of end-to-end test cases from user stories will be discussed in Subsection II-B. This section presents a three-step procedure for identifying workflows, creating use-case scenarios, and defining test cases, from user stories. Finally, in Subsection II-C, discusses existing methods and tools for implementation of these end-to-end test cases.

A. Best practices for end-to-end testing

Many articles discuss the best practices for writing end-to-end tests [2], [4], [8], [13], [26], [27]. Below we summarize the best practices applicable to our approach:

1) **Focus on the product’s most important workflow.** The most important workflows of the web application should be tested first. For example, for booking a hotel, the most important workflow is searching locations and making a reservation. Therefore, this workflow and all user stories related to this workflow should be tested first.

2) **Large workflows should be broken down.** Large workflows in the application should be broken down into smaller workflows and actions, until the whole workflow can be expressed in terms of single user actions. This is because it is hard to find and trace back errors in a large workflow that is implemented as one large chunk of test code, compared to a workflow that is implemented as a sequence of small actions.

3) **Avoid low-level test cases.** When conducting end-to-end testing, it is important to only include test cases that are relevant for the user story being tested. Low-level test cases, which focus on verifying the functionality of small, individual components or modules of a software system, should be avoided. These tests typically verify the specific functionality of a single unit of code, such as a function or method, and are also known as unit tests. For instance, when testing payment processing through a bank card, it is unnecessary to confirm whether charges are not applied on an expired VISA card, if a unit test for expired cards has already been conducted.

4) **Build test cases for all possible workflows.** A product must be tested for all possible interactions and micro-interactions that a user might have with the product. Therefore, the product should be tested for as many workflows as possible. Subsection II-B discusses how test cases can be formulated for these workflows.

B. Generation of test cases from user stories

In agile software development, user stories define software requirements [8]. They demonstrate a sequence of actions performed by the system to provide an observable result of value to the user [19]. User stories are not written in much detail [1], [9]. However, they tell the customer what to expect, a developer what to code, and a tester what to test [1]. Table I shows a template of a basic user story along with an example.

<table>
<thead>
<tr>
<th>Template</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>As a (type of user)</td>
<td>As a user</td>
</tr>
<tr>
<td>I want (some goal)</td>
<td>I want to login to the webapp</td>
</tr>
<tr>
<td>so that (reason) (optional)</td>
<td>so that I can create a blog</td>
</tr>
</tbody>
</table>

Table I: Template of a basic User story.

Various papers present different techniques and models to generate test cases from use cases and user stories [1], [8], [12], [14], [15], [19]. The application of user stories for the development of end-to-end acceptance tests has been discussed extensively in the book written by Cohn [8]. The conversion of use case scenarios into test cases has been studied comprehensively by Heumann [15]. There are also automated model-driven approach for the generation of test cases from use cases [1], [19]. Based on these papers, we define a three-step process to identify end-to-end test cases for a web application from its user stories. We will explain the steps by referring to the User creates a Blog example of
Table II: Test case definition for User creates blog example. With '-' we denote that no value is needed for the scenario.

<table>
<thead>
<tr>
<th>Scenario name</th>
<th>User Actions</th>
<th>Test inputs</th>
<th>Expected result</th>
</tr>
</thead>
<tbody>
<tr>
<td>User creates blog</td>
<td>Login, Create blog, Submit blog</td>
<td>valid, valid, non-empty</td>
<td>Display blog text</td>
</tr>
<tr>
<td>Unidentified user</td>
<td>Login</td>
<td>invalid, valid, -</td>
<td>Display login error</td>
</tr>
<tr>
<td>Unidentified user</td>
<td>Login</td>
<td>valid, invalid, -</td>
<td>Display login error</td>
</tr>
<tr>
<td>Empty blog</td>
<td>Login, Create blog, Submit blog</td>
<td>valid, valid, empty</td>
<td>Display alert about empty field</td>
</tr>
<tr>
<td>Server error</td>
<td>Login</td>
<td>any, any, -</td>
<td>Display server error</td>
</tr>
</tbody>
</table>

Table III: Use-Case Scenarios for User creates blog example.

The steps are as follows: Identify Flow (1), Develop Use-Case Scenarios (2), and Define Test Cases (3). We discuss each step in the next subsections.

1) **Identify flow:** The first step to generate test cases from user stories is to identify the flow of events in a user story. Such flows consists of basic flows and alternate flows [15]. The basic flow covers the flow of events that happen “normally”. The alternate flow consists of events that refer to the “optional” or “exceptional” behavior of that user story. Alternate flows can be thought of as alternative routes to the basic flow. There can be more than one alternate flows for a user story.

   From the example of Table I, we derive the following flows:

   **Basic Flow**
   1) Login : User accesses the web-app, system asks for user ID and password, user is authenticated.
   2) Create a Blog: The system displays the homepage, the user clicks on the button “Create a Blog”, and the system displays the text field of the Blog form.
   3) Submit Blog: The user writes text in the blog form, the user presses “Submit Blog”, and the system displays the created blog on the user’s homepage.

   **Alternate Flow 1** Unidentified user : Invalid user ID or password entered for Login.

   **Alternate Flow 2** Empty Blog : Blog text-field is empty.

   **Alternate Flow 3** Server error : The server is not running.

2) **Develop use-case scenarios:** The second step is to define use-case scenarios for the workflows identified from the user story. Use-case scenarios define a complete path for that user story [1], [8], [15], [19]. Such a path can include, for example, just the basic flow, the basic flow plus alternative flow 1, or basic flow plus alternative flow 1 and 2 [15]. In theory, many combinations of flows are possible. However, the most important ones should be chosen following best practice [1] or Subsection II-A. Table III shows some of the important use-case scenarios for the User creates blog example.

3) **Define test cases:** The final step is to formulate test cases based on the use-case scenarios we have developed in the previous section. To do this, a table can be used as shown in Table II. This table is the test case definition with the actions of the use-case scenarios, the expected results and selected data inputs. Each row of the table represents one test case. Each scenario has a minimum of 1 test case but there can be more. Take the following three steps to define the test cases:

   1) **Derive user actions** The use-case scenarios describe the combinations of basic and alternate flows, and the description of each of the flows provides the user actions of the flow. Use this to derive the user actions of each use case scenario.

   2) **Identify data inputs:** Identify the different data fields needed for the user actions, and choose test inputs, i.e. values, for these data fields. For the User creates blog example, three fields can be identified from the user actions: student ID, password, and blog text field. The following strategies can be used for choosing test inputs:
      a) **Boundary testing** : Test inputs are chosen using boundary values [23]. For example, if the passing marks for an examination are 50%, the boundary values to test would be 49% and 50%. In this manner, both valid and invalid boundaries are tested.
      b) **Random testing** : Test inputs are chosen at random from the data domain. [11]. For example, we insert some random text in a text field, or choose a random number of products to buy.
      c) **Partition testing** : The set of inputs can be divided or partitioned into separate domains according to a self-defined rule. A test inputs is then chosen from each of these subdomains [29]. For example, inputs for a data field can be divided into a set of valid dates, e.g. 02-03-2004, and invalid dates, e.g. 02-30-2004.
      d) **Usage-based testing** : Select test inputs based on usage of the web application [25], e.g. by logging inputs used by users. For example, often a user chooses to buy both a phone and a phone sleeve within the same order.

   3) **Identify expected results:** Identify the expected result of each test case. The expected result describes the state of the system after executing the user actions with its test inputs. For example, scenario Unidentified student (see Table II) has Login error as expected result for both tests.

   In Table II, the test inputs are chosen using the partition testing approach, i.e., in Table II we have the partitions of valid and invalid user ids and passwords, and empty and non-empty blog fields. To choose a particular value from the partition, usage-based testing can be applied additionally. For the Server error scenario, any test input can be chosen because the expected result should always be a server error.
C. Implementation of end-to-end tests

When test cases have been defined, they still need to be implemented such that they can be executed. Literature suggests various techniques for the automation of end-to-end web testing [17]. These techniques can be broadly divided into two categories namely Capture Replay Web Testing, and Programmable Web Testing. The former refers to recording actions performed by a user on the web app (capture) and automatically executing the same actions (replay) which repeat the mouse movements and key-presses performed by the user [16], [17]. The latter uses test scripts to simulate the actions performed by a user with the help of specific testing frameworks [17]. The former is not a preferred option in our case for three reasons. Firstly, capture replay web testing is difficult to maintain and is not reusable [16]. Secondly, we cannot perform random testing by using this technique. Lastly, this technique cannot be used to test invisible web elements. Therefore, we will use programmable web testing, for the implementation and automatic execution of end-to-end test cases. Programmable web testing makes use of web elements such as input fields, links, buttons, etc. for test case execution.

There are three methods to localize these web elements:

**DOM-based** Locate web page elements using information contained in the Document-Object-Model (DOM). A DOM is a programming interface for documents used on the web. It allows programs to change their structure, style, and content [6]. By using this approach, we can locate an element by its tag name or an attribute by its ID. This technique requires good development practices, and specifically good naming conventions, for writing code for the client-side (front-end), so that web elements can be identified by a unique identifier.

**Coordinate-based** Locate web elements by recording coordinates of a web page. This technique produces very fragile test scripts and is therefore considered obsolete [17].

**Visual-based** Locate web elements using image recognition to control GUI components. This technique requires the tester to make images of web elements so that parts of the web page can be located by checking for similarity with the web element. This can be a very lengthy process.

Literature suggests that the programmable DOM-based approach is the best option for implementing end-to-end tests [17], [18], [21], [26]. Firstly, DOM-based test cases do not require much time to develop. Secondly, the evolution of test cases can be done quickly and without much effort. Here, the word ‘evolution’ refers to updating test cases when application requirements and functionality change. Such changes are common in an agile development environment. Thirdly, DOM-based locators are proven to be more robust than visual locators. Lastly, tools for DOM-based approaches are readily available, e.g. Selenium Web Driver and Cypress.

III. Interviews

To gain comprehensive insights into end-to-end test case generation and implementation, we interviewed senior software testers from the web application development agency El Nino. These testers were carefully chosen based on their extensive experience in testing web applications using industry-standard tools such as Selenium and Cypress. As a result, their perspectives and experience with significant practical applications of end-to-end testing strategies provides valuable insights. The testers were interviewed individually and asked a set of pre-prepared questions aimed at eliciting their feedback on our literature review. Specifically, we asked them to give their insights on how to:

- Determine important functionality to test
- Develop test case scenarios from user stories
- Implement end-to-end test cases

In next three subsections, we summarize the information acquired in these interviews. In the last subsection, we report the key points which have been used to develop our method of Section IV For interview transcripts, see the artefact [3].

A. Determine important functionality to test

The respondents mentioned that the important functionality of a web app can be identified from the product backlog. This is where the most important user stories for the current iteration of the project are marked. For example, in a priority queue in GitLab, the most critical functionalities are marked. However, they are not always sorted, so there can be multiple important user stories. In an agile working environment, the product owner is responsible for prioritizing user stories that need to be tested, and selects the user stories to test. Regarding the test cases that should be omitted, the testers agreed that low-level test cases can be avoided while writing end-to-end test cases. One of the testers said: “Indeed, user stories which are tested in unit tests can be skipped.”. These user stories are related to small bug fixes or features that may have a very low impact on the project.

B. Develop test cases scenarios from user stories

The respondents could relate the concepts of basic and alternate flows to their own techniques for identifying test cases. One of the testers said, “I call the basic flow the happy path”. Another tester explained, “alternative flows are flows that are likely to be used apart from the regular flow”. The respondents mentioned that the number of alternate flows depends on the functionality being tested. Since a lot of the alternate flows are covered via unit tests, the end-to-end test cases should be used to test broader “exceptional” scenarios where both the front-end and back-end of the web application are used. The selection of alternate flows also depends on the “likelihood of breaking” as mentioned by one of the respondents. Moreover, one tester said that the “80/20 principle usually does apply”. This was a reference to the Pareto principle which states that 80% of the consequences (alternate flows) originate from 20% of the causes (parts of code or functionalities) [10]. About choosing test inputs, the testers noted that boundary testing was a good approach to test both positive and negative scenarios. One of the testers said that “usage-based testing could be considered as the most commonly used option”.

4
C. Implement end-to-end test cases

All the testers agreed that Selenium and Cypress are the best approaches for implementing end-to-end test cases. One of the testers said, “these are the easiest options to implement end-to-end tests”. The other options, such as visual-based locators, are not particularly applicable for testing big web applications where many different scenarios have to be considered.

D. Interview results

The key points that were identified in the interviews are:

1) The most important functionality of the web application is subject to the current iteration in the development of the project. Important functionality can be found in the product backlog where the most important user stories are marked with tags or are in the priority queue.

2) User stories are prioritized by the product owner, who should always be consulted if it is not clear which functionality is most important.

3) Low-level test cases, for testing e.g., small bug fixes, or small feature updates with low impact, can be omitted.

4) The number of alternate flows depends on the functionality being tested. End-to-end test cases should target broader scenarios involving both client and server side.

5) The 80/20 Pareto rule applies on alternate flows, i.e., most or 80% of alternate flows are caused by a small part or 20% of the code, or a functionality.

6) Data inputs for test cases are commonly chosen using usage-based testing and boundary testing.

IV. Method

From the literature review and interviews we now define our step-by-step method to derive end-to-end test cases from user stories. We describe three top-level steps: Select User Story (A), Transform User Story into Test Cases (B), and Implement Test Cases (C), which are each refined into smaller sub-steps.

A. Select user story

The first step in the method is to select the user stories for which to develop end-to-end test cases. From the best practices for end-to-end testing (Subsection II-A) and the interviews results (Section III), we identified the following guidelines that should be taken into account for this selection:

1) Identify important functionality: The user story which defines the most important functionality of the web application should be chosen first (see Subsection II-A). In an agile development environment, the Product Owner is responsible for defining user stories and prioritizing important functionality for each iteration. He either marked user stories with priorities, or can be asked to point out the most important user stories that should be tested (see Subsection III-D(1) and (2)).

2) Omit low-level user stories: User stories that define requirements that are covered by unit tests should be omitted (see Subsection II-A(3)). These user stories can be related to small bug fixes or a small feature update that does not have much impact on the web app (see Subsection III-D(3)).

B. Transform user story into test cases

The second step in the method is to transform the user story into end-to-end test cases. To do this we follow the three steps we identified in our literature review (Subsection II-B).

1) Identify flow: First identify the basic flow of the user story. This basic flow can usually be divided into user actions (see Subsection II-A(2)). Additionally, identify the alternate flows of the user story. Alternate flows can be found by considering alternatives for the user action from the basic flow. It is important to note that there can be many alternate flows related to one user action as compared to the others (see Subsection III-D(4) and (5)). We note that identifying basic and alternate flows is a creative process. However, to test an application thoroughly, one should aim at finding all workflows that a user could use (Subsection II-A(4)).

2) Develop use-case scenarios: Based on the basic and alternate workflows, determine the different paths that could be followed by the user. A table like Table III can be used to keep track of each scenario. Use case scenarios should be worked out for complex cases involving multiple alternate flows, if possible, to increase effectiveness of testing (Subsection II-A(4)).

3) Define test cases: Identify the user actions, data inputs, and expected results for each use-case scenario, as in subsubsection II-B3. Data inputs can be chosen using one of the standard data selection methods from subsubsection II-B3 boundary value, random, partition, or usage-based testing. We note that while the interviewed testers indicated that usage-based and boundary value testing occurs most, choosing one of these two methods does not always make sense, and depends highly on the data domain. For example, if a text field allows any text, there are no boundaries. Furthermore, it is probably insufficient to only test passwords that have been used before.

C. Implement test cases

The test cases defined in the previous step can be implemented using a programmable DOM-based approach using tools such as the Selenium Web Driver or Cypress (see Subsection II-C). We structure the implementation of test case code, according to the test definitions, as follows:

1) Implement user-actions: Implement each user action with the help of DOM-based commands to execute the action in the web application. Each user action can be implemented with a method definition. If the user action requires use of test inputs, then these test inputs are arguments of the method. If a user action requires multiple clicks, and/or filling in multiple fields, etc., then we split the user action in multiple implementation actions and define them with individual method definitions (for ease). For example, submitting a blog consists of (1) typing the text in the form and (2) pressing the “Submit blog”
button. These can be treated as 2 implementation actions of a single user action “Submit Blog”.

2) **Implement test case definitions**: Implement each test case definition, i.e. each row of the table, with a method that invokes the user actions defined earlier. Sleep/wait commands should be used between user actions to account for the time taken for a page or DOM elements on a page to load. Concrete input values are passed via the arguments of the user actions. These inputs are chosen accordingly to the strategies chosen in the test case definition. Some creativity of the tester may be applied here to choose ‘interesting’ inputs. After calling the methods of the user actions, the test case method asserts the expected result. For example, by asserting that the message of a notification contains a word like “Success”. This way, any unexpected result of executing this test case will be reported.

3) **Execute all test cases automatically**: Implement a main method calling the methods of all test case definitions.

**V. CASE STUDIES**

This section analyzes the applicability of the method of Section IV by doing a case study for a sample of three deployed real-world web applications: MyDay, VRM, and UTWente people page. The MyDay application is a scheduling application for appointments. The VRM application is a monitoring application for sensor data from field devices. The UTWente people page enables searching for UTWente employees. These web applications belong to different application domains.

In the following subsections, we discuss each case study. First, we provide a more detailed description of what the web application does, the technologies it uses, and the selected user story. After that, we transform the user story in test cases, as we described in our literature review: we list the basic and alternate flows, work out the use case scenarios, and define the test cases. Finally, we provide some details about the implementation of the end-to-end test cases and give the results of executing the test cases.

For each case study, we implement test cases using Python’s built-in unit testing framework, and the Selenium Web driver [28]. We choose to use Selenium’s web driver for Chrome, but this can be easily adapted to use other browsers like Firefox, or Safari. All test cases have been developed by following the best practices for using the Selenium web driver [24]. For example, the Page-Object-Model (POM) has been used. POM is a design pattern in Selenium that stores all the web elements in an object repository. Moreover, if IDs have been used in HTML tags, they are used as the primary web element locators. Only if IDs are not provided, other locators such as the CSS class name and XPath locators are used. We provide the code of the implemented test cases in our artefact [3].

**A. Case 1: MyDay: scheduling web application**

MyDay is an appointment scheduling application which connects sports professionals with their clients. The web application API is built mainly using PHP and the front-end of the application is built with Vue which is a JavaScript framework. We choose the following user story for this case study, as it represents the main workflow of the application:

> **As a professional, I want to schedule a session with a client.**

1) **Transform user story into test cases**:

**Basic Flow**

1) Login: The professional accesses the MyDay web app, the professional clicks “Login”, the system asks for email and password, the professional is authenticated and redirected to the MyDay Professional homepage.

2) Create event: Professional clicks “Create Event”, the system displays the drop-down menu, professional clicks “Create an event with client”, and the system displays session form.

3) Submit event: Professional fills session form, professional clicks “Save”, the system notifies the professional that the event has been created successfully.

**Alternate Flow 1 Unidentified professional**: Invalid user email or password entered for Login.

**Alternate Flow 2 Invalid date field**: Invalid (past) date selected for scheduling an event.

**Alternate Flow 3 Invalid time-frame**: Invalid time period selected for scheduling an event.

**Alternate Flow 4 No clients chosen**: No clients are selected for creating an event.
Alternate Flow 5  **Invalid client email**: An invalid email is entered to create an event.

The use case scenarios are shown in Table V.

For choosing the test inputs for test cases, we use random testing and partition testing. A randomly generated, invalid input for the email and password fields should produce a login error and a randomly generated input for the client email should alert the user. Furthermore, an invalid (past) date-field or an invalid time frame should alert the user while a valid date and time should produce no errors. Also, an empty session form should alert the user but a non-empty form should produce no errors; Table IV shows all test case definitions.

2) **Implementation of end-to-end test cases**: Next, we give some implementation details. For the “Login” user action, we locate the username and password fields with the help of “id” tags and type the text in these fields by using selenium’s built in functions. The “Submit event” user action is broken down into various implementation actions such as “choose date”, “choose time” and “enter email”, which are each implemented with a method definition, with arguments for the test inputs. For the **Event scheduled successfully** test case, the expected result is checked by asserting that the raised notification has a “Success” message. Similarly, for the other test cases, an “Error” notification is asserted. For the test case **Invalid client email**, we assert that the “Save” button cannot be clicked. This is done by catching the exception from the click method of this button.

3) **Results**: Four out of six test cases did not produce the expected results. These test cases were related to the following alternate Flows: **Invalid date-field and Invalid client email**. Two bugs were discovered:

- a professional can create an event with an invalid client email, and
- a professional can submit an event with an invalid date.

B. Case 2: VRM: remote monitoring web application

VRM is a remote monitoring web application that allows users to remotely control energy systems such as freezers, solar chargers, and water tanks. The application performs real-time data collection on the devices and displays this to the user. The application API is built using PHP. The front-end of the application is built with JavaScript, Vue, and Less. Since the sole purpose of this application is to monitor devices in real-time, we select the following important user stories:

As a VRM user, I want to monitor:

1) the time of the device that was updated the latest
2) the temperature of the water tank and the freezer,

<table>
<thead>
<tr>
<th>Scenario Name</th>
<th>User Actions</th>
<th>Test Inputs</th>
<th>Expected Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>User can monitor device</td>
<td>Login, Navigate, Monitor</td>
<td>valid, valid, random as in user story</td>
<td>Display data</td>
</tr>
<tr>
<td>Unidentified user</td>
<td>Login</td>
<td>invalid, invalid, random</td>
<td>Login error</td>
</tr>
<tr>
<td>No access to device</td>
<td>Login, Navigate</td>
<td>valid, valid, random</td>
<td>Error notification</td>
</tr>
<tr>
<td>Device error</td>
<td>Login, Navigate</td>
<td>valid, valid, random</td>
<td>Error notification</td>
</tr>
</tbody>
</table>

Table VI: Test case definitions for VRM case study.

<table>
<thead>
<tr>
<th>Scenario Name</th>
<th>Starting Flow</th>
<th>Alternate</th>
</tr>
</thead>
<tbody>
<tr>
<td>User can monitor device</td>
<td>Basic Flow</td>
<td>Basic Flow</td>
</tr>
<tr>
<td>Unidentified user</td>
<td>Basic Flow</td>
<td>1</td>
</tr>
<tr>
<td>No access to device</td>
<td>Basic Flow</td>
<td>2</td>
</tr>
<tr>
<td>Device error</td>
<td>Basic Flow</td>
<td>3</td>
</tr>
</tbody>
</table>

Table VII: Use case scenarios for VRM case study.

3) the water level of the water tank, and
4) my device’s alarms.

1) **Transform user story into test cases**: In this case study, we formulate the actions of the basic and alternate flows for any device. The device id is then a test input for the test cases.

Basic Flow

1) Login: User navigates to the VRM web application and logs in with his email and password. System displays the homepage.

2) Navigate to device: User navigates to the device list, the system displays all the installed devices. The user selects a device to monitor by the “id”.

3) User monitors device: The user monitors a device by clicking the device name, the system displays the relevant device information.

Alternate Flow 1  **Unidentified user**: Invalid user email or password entered for Login.

Alternate Flow 2  **No access to device**: The device is not accessible to this user.

Alternate Flow 3  **Device error**: Device not connected or data cannot be read from the device.

The use case scenarios of the VRM case study are shown in Table VII and the test cases definitions in Table VI. Like for MyDay, test inputs for email and password are chosen using random and partition testing. In the test case **User can monitor device** we test the devices as far as this is specified by the user story: we check the general field displaying the time (1), the temperature of devices water tank and freezer (2), the level of device water tank (3), and the alarms of a random device (4). In other test cases, a random device id is used as test input as well.

2) **Implementation of end-to-end test cases**: In this case study, the ‘Login’ user action is implemented similarly as for MyDay. The ‘Navigate’ user action is broken down 2 implementation actions namely “navigate to device list” and “get device by id”. Furthermore, the “Monitor” user action is also divided into several implementation actions such as “check last updated” and “check water tank level”. The expected result of displaying data is implemented by asserting that the required...
information is really present, i.e. the respective DOM elements needs to be not “None” or “null”. For test cases No access to device and Device error, we assert that a notification with an “Error” message is raised. We note that the Device error test case is only executable when we have a device which is not connected to the hardware.

3) Results: All test cases produced the expected results.

C. Case 3: UTwente people page: searching web application

The University of Twente people page is a searching web application used by university students and employees to search for information about university employees. The website is built using PHP and several external libraries to search the university database. Considering the main use case is searching, we select the following user story:

As a student, I want to search for the contact details of a UTwente employee

1) Transform user story into test cases:

Basic Flow

1) Search: User navigates to the UTwente people page and makes a query in the search bar. System displays the results.
2) Filter: User filters the results by choosing one of the filters. The system refines the result.
3) Click to see contact details: User clicks on one of the results, and then on the “Contact” button, to see the contact details.

Alternate Flow 1 Unidentified employee: Query does not match any persons in the database.

Alternate Flow 2 Non-matching filter: The applied filter returns no results for the query.

The use case scenarios are shown in Table IX.

For the test case definitions, shown in Table VIII, we select test inputs using partition and usage-based testing. With partition testing, we differentiate between UT employees and non-UT employees. We choose a known UT employee (i.e. Petra van den Bos) and a known non-UT employee (i.e. Humaid Mollah) for the test cases: User can search for contact details, and Unidentified employee, respectively. The expected results are displaying the contact details of Petra and no results for searching Humaid. For the Non-matching filter test case, we choose the same known UT employee, but select a filter such that no results are displayed.

2) Implementation of end-to-end test cases: Each user action discussed in the basic flow is implemented with one method. The “search” user action is implemented by using selenium’s built in functionality for typing text. The method for the “filter” user action takes one of the 3 filters as an argument, and locates and activates the respective filter using its class name tag. Like for the VRM case study, displaying contact details is checked by asserting that elements are not “None” or “null”. To check for no result, we assert that clicking on a result element raises a “NoSuchElementException”.

3) Results: All test cases produced the expected results.

VI. Conclusion

We have developed a user-story-driven approach for writing and implementing end-to-end test cases for web applications developed in an agile environment. We provide a three-step method for deriving executable end-to-end test case implementations from user stories. Our method is based on a literature review and interviews with testers. We demonstrated the method’s applicability with three case studies.

In future work we would like to automate (parts of) our method. For example, given a test definition table (e.g., Table II), we could automatically generate a code template. Furthermore, we could provide tooling to support the tester taking all steps for transforming user stories into test case definitions. Moreover, we could use automatic approaches for choosing test inputs [22]. Additionally, we would like to perform more case studies to further improve our method and gain additional confidence for the applicability of our method.

Lastly, we are interested in combining our work with model-based testing approaches, to increase the number and coverage of test cases [5].
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